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a b s t r a c t

Most biological drug products elicit some level of anti-drug antibody (ADA) response. This antibody
response can, in some cases, lead to potentially serious side effects and/or loss of efficacy. In humans,
ADA often causes no detectable clinical effects, but in the instances of some therapeutic proteins these
antibodies have been shown to cause a variety of clinical consequences ranging from relatively mild to
serious adverse events. In nonclinical (preclinical) studies, ADA can affect drug exposure, complicating
the interpretation of the toxicity, pharmacokinetic (PK) and pharmacodynamic (PD) data. Therefore, the
immunogenicity of therapeutic proteins is a concern for clinicians, manufacturers and regulatory agencies.

In order to assess the immunogenic potential of biological drug molecules, and be able to correlate
laboratory results with clinical events, it is important to develop reliable laboratory test methods that
provide valid assessments of antibody responses in both nonclinical and clinical studies. For this, method
validation is considered important, and is a necessary bioanalytical component of drug marketing autho-
rization applications. Existing regulatory guidance documents dealing with the validation of methods
address immunoassays in a limited manner, and in particular lack information on the validation of
immunogenicity methods. Hence this article provides scientific recommendations for the validation of
ADA immunoassays. Unique validation performance characteristics are addressed in addition to those

provided in existing regulatory documents pertaining to bioanalyses. The authors recommend experi-
mental and statistical approaches for the validation of immunoassay performance characteristics; these
recommendations should be considered as examples of best practice and are intended to foster a more
unified approach to antibody testing across the biopharmaceutical industry.
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. Introduction

Biopharmaceutical products differ from conventional small
olecule drugs in that they are larger in size (i.e., typically

1–3 kDa), are biopolymers of amino acids, carbohydrates or
ucleic acids, and are often manufactured by human or non-human
ells or microorganisms. Because of these differences, biopharma-
euticals have a greater potential for inducing immune responses
1,2]. The immunogenic potential of a biopharmaceutical is gov-
rned by product-intrinsic factors (e.g., species-specific epitopes,
egree of foreignness, glycosylation status, extent of aggregation
r denaturation, impurities and formulation), product-extrinsic
actors (e.g., route of administration, acute or chronic dosing,
harmacokinetics, and existence of endogenous equivalents), and
atient-specific factors (e.g., autoimmune disease, immunosup-
ression, and replacement therapy) [3].

While often benign, the induction of anti-drug antibodies (ADA)
an result in adverse clinical sequelae including hypersensitivity or
utoimmunity, and altered pharmacokinetics (for example, drug
eutralization, abnormal biodistribution, or enhanced drug clear-
nce rates, potentially resulting in altered efficacy of the treatment).

ADA be evaluated and correlated with any pharmacological and/or
toxicological observations [5–7].

Correlations between immunogenicity and clinical sequelae
depend on an objective detection and characterization of anti-
bodies against biological therapeutics in nonclinical and clinical
studies. Hence bioanalytical methods used for immunogenicity
testing should be properly developed and validated before test-
ing is initiated with study samples. Recommendations on method
development and optimization [8,9] and strategies for the detec-
tion and characterization of ADA are provided in prior publications
[10,11]. Validation is defined as a process of demonstrating, through
the use of specific laboratory investigations, that the performance
characteristics of an analytical method are suitable for its intended
analytical use [12,13]. In the case of ADA detection methods, valida-
tion constitutes proof that the assay will reliably (i.e., consistently
and reproducibly) detect low amounts of drug-specific antibodies
in a complex biological matrix, such as serum or plasma. Validation
should be performed in the ‘pre-study’ phase (i.e., before clinical or
nonclinical study samples are analyzed), but it is equally important
to demonstrate that the assay remains valid or ‘in control’, during
the ‘in-study’ phase (i.e., when clinical or nonclinical study samples
mmune response caused by drug treatment is, therefore, a major
afety and efficacy concern for regulatory agencies, drug manufac-
urers, clinicians, and patients [4]. Consequently, the United States
ood & Drug Administration (FDA) as well as regulatory authorities
n the European Union, Canada, Japan and Australia require that

a
d

a
a

re analyzed) as well; only then can the results of test samples be
eemed acceptable.

The intent of this paper is to present the performance char-
cteristics important for the validation of ADA immunoassays
nd to recommend appropriate and objective methodological
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pproaches of validation. The recommendations in this paper should
e considered as examples of best practice; alternate methodological
pproaches may also be acceptable, as long as scientific rationale and
bjectivity are maintained and uncompromised irrespective of assay-
pecific practical considerations. It is advised that the acceptability
f alternative approaches be discussed with regulatory authori-
ies. Cellular function-based neutralizing ADA (NAb) bioassays and
ssays for cell-mediated immune responses are outside the scope
f this paper.

. Methodology

.1. ADA detection

Clinical and nonclinical immunogenicity is generally evaluated
ia detection and characterization of treatment-induced ADA. A
umber of analytical formats and detection methods are available

or the detection of ADA, including enzyme-linked immunosorbent
ssay (ELISA), radioimmunoassay (RIA) or radioimmunoprecip-
tation assay (RIPA), surface plasmon resonance (SPR), and
lectrochemiluminescence (ECL). Each of these formats has its rela-
ive merits and limitations, and these have been discussed in recent
ublications [8,14]. Irrespective of the analytical format, once a
rototypic assay is developed and optimized, it needs to undergo
ormal validation to ensure that the method will be suitable for its
ntended purpose. It is therefore anticipated that the recommenda-
ions for validation herein are generally applicable to the majority
f anti-drug antibody immunoassays. Researchers should consider
nique aspects of their assay systems to determine the appropriate
alidation scheme for their methods.

Four types of methods are generally performed for the detec-
ion and characterization of ADA for clinical studies. ADA detection
ssays include screening and specificity confirmation (confirma-
ory) assays, whereas characterization assays typically include
itration and neutralizing antibody detection [10]. For application
ith study samples, ADA assays require establishment of two crit-

cal decision parameters a ‘screening cut point’ for the screening
ssay and a ‘specificity cut point’ for the specificity confirmation
ssay. The screening cut point enables the classification of ADA
esults as either antibody negative or reactive samples (reactive
amples are sometimes referred to as “potential positive” samples).
he reactive samples undergo further characterization to categorize
hem as positive versus negative (“non-specific reactive”) samples
y means of a specificity confirmation assay (e.g., signal inhibi-
ion by competition with drug). The magnitude of signal inhibition
equired for a sample to be deemed as containing drug-specific
DA is termed as specificity cut point and should be experimentally
stablished.

Immunoassays used for ADA detection are generally non-
uantitative assays (sometimes referred to as quasi-quantitative)
ecause standardized, species-specific (especially human) poly-
lonal ADA reference materials to use as calibrators are unavailable
15]. It is very unlikely that positive controls, generally developed
n-house (monoclonal antibodies or hyperimmune sera derived
olyclonal antibodies), will be identical to all ADA detected in
ubjects. If reporting of ADA levels in mass units is intended,
cceptable parallelism should be demonstrated between a stan-
ard calibrator (positive control) and test samples in order to
etermine ADA concentration with acceptable accuracy [8,10].
n the absence of demonstrated parallelism between the sam-
le and calibrator, accuracy is questionable. Another approach
o assess antibody level is titration, which is also susceptible to
otential lack of dilutional parallelism between different study
amples. However, it is notable that the estimation of antibody

s
i
m
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evels by titration has been found useful, over decades, in diag-
osing and treating infectious and autoimmune diseases as well
s vaccination [16–22]. Titration method generally requires less
alidation work and makes it easier to compare ADA responses
ecause it does not require detailed characterization and demon-
tration of comparability and/or parallelism between calibrator
ntibodies developed for different products. Furthermore, the mass
nits approach requires re-qualification whenever the calibrator is
hanged, which is not the case with the titration method. As stated
bove, neither method provides accurate quantitative data. There-
ore, sponsors have a choice between determining ADA levels as
relative concentrations” expressed as mass units, or in terms of
ore traditional and, clinically well established, titers. The latter

pproach may also be preferred by some regulatory agencies.
In the titer approach, the reciprocal of the lowest dilution whose

ignal falls below the cut point is considered the titer. Instead, the
ighest dilution that remains above the cut point can be consid-
red the titer as long as it is ensured that at least one of the serial
ilutions produces assay signal below the cut point (i.e., the signals
rom the serially diluted samples should span the cut point). Alter-
atively, some laboratories interpolate the titer at a pre-established
alue/cut point (generally the screening cut point), which requires
tting the dilution profile with an appropriate regression curve.

n general, the screening cut point is used for titer determination;
owever, in assays where matrix has a blocking effect such that

ts signal is lower than that of the assay diluent, the titer of seri-
lly diluted samples is determined using a diluent-based “titer cut
oint”.

During method development and optimization, methodologi-
al decisions shall have been made and documented, such as the
election of requisite reagents, their optimal concentrations, and
he minimum required dilution of the intended samples. It is left
p to the investigator to decide whether those decisions will need
o be repeated or simply confirmed during pre-study validation. In
his paper the authors assume that the following assay attributes
ave been established prior to validation: (1) immunoassay format
nd design, (2) type of assay matrix, (3) minimum required dilu-
ion (MRD), (4) optimal concentrations of reagents, (5) assessment
f plate uniformity (e.g., location effects, drift, etc.). Supportive data
n such determinations (e.g., MRD) may be requested by regulatory
gencies. It is also useful if a preliminary understanding of method
ariability is obtained from the performance of control samples
uring development and optimization.

.2. Application of statistics

A major focus of this paper is to convey that subjectivity dur-
ng assay validation must be reduced, if not eliminated. Hence,
ne must rely upon statistical means to ensure objectivity. Because
ost researchers do not have access to the services of a trained

tatistician, simple yet sufficiently rigorous and valid statistical
ethods are provided in this paper. These statistical computations

an be applied with the help of user-friendly commercial software,
ithout the need for a formal training in statistics. However, the

ssistance of a statistician for planning validation experiments and
nalyses of data can lead to the application of more rigorous and
legant statistics than suggested herein.

. Pre-study assay validation
The validation of an assay before commencing sample bioanaly-
is for nonclinical or clinical studies is called ‘pre-study validation’;
t describes in mathematical and quantifiable terms the perfor-

ance characteristics of an assay [8]. This should not be confused
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ith the colloquial term “prevalidation” used to describe any
reparatory work performed before initiating pre-study validation.
n the other hand, in-study validation refers to the monitoring
f assay performance throughout its use to assure that the assay
emains in a valid state and the resulting bioanalytical data are
eliable.

Thorough method development and optimization activities
hould result in an assay that the investigator believes is “ready for
alidation”, meaning that there’s a significant amount of method
ptimization data indicating potential reliability of the assay and
uitability for its intended purpose. Reliable performance of the
ssay is dependent upon properly functioning analytical equip-
ent and computer systems, as well as training and dexterity of

he analysts. In essence, the assay is a “system” comprising sev-
ral elements other than assay reagents alone. Therefore, method
alidation establishes “system-suitability”, which should also be
aintained during the in-study phase.
A validation plan or a validation standard operating procedure

SOP) is recommended before initiating pre-study validation exper-
ments. The validation plan should state the intended purpose of
he method, a detailed description of the immunoassay, a sum-

ary of the performance characteristics to be validated, and a priori
arget acceptance criteria for precision, robustness, stability and
hen appropriate, ruggedness. It is advised that some experimental
etail and data handling procedures be presented in the validation
lan because it provides a clear guidance to the validation analysts,
nsuring better control over the resulting data.

For ADA methods, acceptance criteria should be established
hat help ensure that assays performed during the in-study phase
emain in a valid state. To do this, acceptance ranges (system
uitability criteria) for quality controls should be established by
tatistical evaluation of experimental data acquired during the val-
dation. In addition, it is useful to apply acceptance criteria for
ontrols and study samples based on inter-replicate precision dur-
ng the in-study phase. While data from assays that fail acceptance
riteria during the in-study phase should be rejected, criteria for
assing or failing assays in pre-study validation experiments should
e avoided because these can potentially lead to the exclusion of
ome validation data, resulting in an inaccurate estimate of analyt-
cal error. All assays during pre-study validation should be included;
he only exceptions should be those rejected for an assignable cause
e.g., technical error) and those that deviated intentionally (e.g., certain
obustness experiments) or unintentionally from the method protocol.

Current FDA, International Conference on Harmonization (ICH),
nd United States Pharmacopeia guidance documents describe
eneral performance characteristics that should be investigated for
nalytical validation of quantitative assays [23–25]. Some of these
haracteristics may not be appropriate to investigate for ADA assays
ecause of their quasi-quantitative nature. For ADA immunoassay
alidation, the following nine analytical performance characteris-
ics are relevant:

1. Screening cut point
. Specificity cut point
. Sensitivity*

. System suitability control (QCs) acceptance criteria

. Selectivity/interference*

. Precision
7. Robustness
. Stability*
. Ruggedness, when applicable

When adequately demonstrated during the method devel-
pment/optimization and documented appropriately, the perfor-
ance characteristics marked above with an asterisk (*) may not
Biomedical Analysis 48 (2008) 1267–1281

equire repeat verification during pre-study validation, although
elevant data should be provided in the validation report. Care
ust be taken to ensure that the assay procedure was not altered

fter these characteristics were evaluated during method develop-
ent/optimization; if not, they will likely have to be determined during

re-study assay validation.
The use (intended purpose) of ADA detection assays is likely to

hange during development and post-licensure. For example, early
n development only a single analyst may be performing an assay,

hereas later in development and post-licensure multiple analysts
re likely to perform the assay. Consistent with assay use, valida-
ion requirements may change throughout the product life cycle.
evertheless, validation of the above listed assay performance char-
cteristics is invariably required during the application for drug
icensure.

The traditional analytical approach [23] to dilutional linearity
esting in general does not apply to ADA assays. When ADA level is
stimated as a titer, it is important to demonstrate using the pos-
tive control(s), or preferably with accrued ADA positive samples,
hat there is no unusual non-linearity within a reasonable dilu-
ion range. Typically this is a component of MRD selection during

ethod development and in that case, retesting during validation
ay be unnecessary. If prozone (hook) effects are observed, it is

dvised that the screening assay use an MRD that is free from pro-
one, or employ more than one dilution of the sample. Dilutional
inearity information is also useful in the design of appropriate
system suitability” quality controls (Appendix E).

.1. Screening cut point

The screening cut point is defined as the level of response of
he screening assay at and above which a sample is defined to be
“reactive” (often called “potential positive”) for the presence of
DA, and below which it is probably negative. A valid assay cut
oint is established during pre-study validation by a systematic and
tatistical evaluation of assay responses for a subset of samples that
re judged to be representative of drug-naïve target patient/subject
opulation.

Using a risk-based approach to immunogenicity evaluations, it is
ore appropriate to have false positives than false-negatives during

creening [8,10]. A screening assay that does not identify any reac-
ive samples whatsoever can cast doubt on the ability of the assay to
etect low positive samples. A screening assay that picks up some
e.g., ≥5%) positives that can subsequently show to be non-specific
n a confirmatory assay provides assurance that true low positives
an be detected [8]. In practice, identification of any false positives
s better than none at all (i.e., false-positive rate in studies may not
qual 5%).

.1.1. Types of screening cut point
There are three types of screening cut point that can be calcu-

ated for application during the in-study phase—fixed, floating and
ynamic. These are defined below:

a) Fixed cut point: a cut point that is determined in pre-study val-
idation and the same value is used for the in-study phase. The
fixed cut point is used for analyses of test samples until there is a
need to revalidate or change the cut point (e.g., critical change in
the assay, assay transfer to another laboratory, upgraded instru-

ments, etc.). The cut point value can be fixed within a given
study, for a target population, or across studies and multiple
target populations. In order to use this approach, one should
demonstrate similar means and variances across assay runs dur-
ing pre-study validation.
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b) Floating cut point: a cut point calculated by multiplying a specific
normalization factor, determined from the pre-study valida-
tion data, to the biological background obtained during the
in-study phase. Alternatively, biological background value can
be added to the normalization factor, if log transformation was
not necessary in the analysis. The biological background may be
represented by the negative control (pool of matrix from sub-
jects that are negative for anti-drug antibody), the assay diluent,
or the pre-dose subject sample (subject-specific cut point). A
floating cut point may be plate specific, unique for each run
(common for a number of plates within a run), or unique for
each subject (using the subject’s pre-treatment/“baseline” sam-
ple result). If subject-specific floating cut point is used, then the
pre-treatment and post-treatment samples should be tested in
the same plate (or at least in the same run). Because the method
for determining floating cut point uses the variation estimate from
the pre-study validation, one should demonstrate homogeneity of
sample variance across runs. When negative control is used for
normalization, one should also ensure appropriately that the
negative control results represent the drug-naïve matrix sam-
ple results of the target population, i.e., by verifying that the
negative control mean and the mean of biological matrix sam-
ple results correlate across assay runs. This can be addressed
by examining the scatter plot of mean values from different
runs. If the means are correlated, then use of the negative con-
trol mean to calculate a floating cut point would be considered
appropriate. If not, the use of assay diluent for normalization, or
pre-treatment subject (“baseline”) sample results may be more
appropriate.

c) Dynamic cut point: a cut point that changes between the plates
in a run, between runs in a study, or between studies, and does
not use the variation estimates from pre-study validation. The lat-
ter characteristic differentiates it from a floating cut point. This
approach is necessary only when the variability between sam-
ple results from each run is significantly different between assay
runs. A practically limiting factor is that a significant number of
samples are needed in each plate/run to compute this cut point.
In practice, therefore, the use of a fixed or floating cut point
is recommended whenever appropriate. If differences between
runs (means and/or variances) are encountered, an investiga-
tion of the source of such differences is recommended before
instituting a dynamic cut point. For example, if these differ-
ences were primarily due to analysts or instruments, then one
should consider the appropriateness of analyst or instrument-
specific fixed or floating cut points instead of a dynamic cut
point. Because this is an uncommon and unconventional cut
point approach, it is advised that the use of dynamic cut points
be cautiously instituted, preferably with regulatory consulta-
tion.

.1.2. Samples for cut point evaluation
It is recommended that samples from an appropriate popula-

ion be utilized for the development of an assay cut point. In some
ases it may not be practical, or feasible, to obtain matrix samples
rom a population having a target disease prior to initiating pre-
tudy validation experiments. Consequently, the common practice
s to evaluate samples from healthy drug-naïve subjects to estab-
ish an initial cut point. This approach is the preferred one for

conventional Phase I study that is conducted in normal volun-
eers. When the clinical program progresses beyond Phase I and

amples from the target disease population become available, it
s appropriate to re-evaluate cut point data for the respective tar-
et population. If the distribution of assay responses with respect
o both the mean and variability are comparable between the tar-
et population and the normal volunteers, then the same cut point

3

o
c
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an be used. If not, target disease-specific cut points should be
tilized.

For estimation of a cut point, an adequate number of samples
hould be analyzed during validation to provide a statistically valid
ssessment of biological and assay variability at the selected MRD.
ypically in clinical studies, matrix samples from ≥50 individual
uman subjects are analyzed. Due to practical considerations in
onclinical studies, at least 15 samples might be sufficient. The
se of pooled matrix samples for cut point determination is inappro-
riate because testing replicate samples from a pooled mix measures
nalytical variation but not biological variation. A ‘balanced’ experi-
ental design that allows reliable assessment of potential sources

f variability is recommended (see Appendix A). If multiple ana-
ysts will conduct analyses of test samples during the study, the cut
oint investigation during pre-study validation should include at

east two analysts. This is also required if study samples are tested
y a single analyst, but one different from the analyst who val-
dated the assay. In addition, replicate tests of each sample may
e needed depending on how a result is reported during in-study
ioanalysis (e.g., using duplicate or triplicate wells in a microtiter
late).

.1.3. Exclusion of outliers
Occasional reactive samples from drug-naïve subjects should be

onfirmed for drug specificity via methods such as drug inhibition.
t this point, a specificity cut point will not be available to truly con-
rm positives. Scientific judgment should be used instead. When
nsure, it is better to exclude such a sample. ADA positive samples
nd statistical outliers (samples with unusually low or high sig-
als) should be excluded from the statistical evaluation of the assay
ut point. Outliers in the lower extreme should also be excluded
ecause these tend to inflate the variability and hence usually the
ut point as well. A lower cut point resulting from the elimina-
ion of such high and low outlier samples will usually err on the
ide of caution by increasing the rate of false positives (the false
ositives may subsequently be proven negative by the specificity
onfirmation test). If robust alternatives are used (e.g., median-based
ethods, Tukey’s biweight function) in the cut point calculation, then

he exclusion of outliers is not required.

.1.4. Determining a screening cut point
In order to determine the optimal type of screening cut point,

series of assessments are required, as shown in Fig. 1. First, if a
arametric approach is used, the distribution of drug-naïve matrix
ample results should be assessed (test for normality), appropri-
te data transformation should be selected if the test for normality
ails, and the outliers should be evaluated (Appendix B.1). If a non-
arametric approach is used (95th percentile), transformation of
he data is not necessary, but the outliers should be evaluated.
ext, the assay run means and variances should be compared
sing ANOVA-based statistical methods for assessing the suitabil-

ty of a fixed or floating cut point, or the potential need for a
ynamic cut point (Appendix B.2). If a negative control is used
or normalization in a floating cut point calculation, it should
e compared with the mean of the target population’s matrix
amples to determine its suitability for the calculation. Finally,
ased on findings from these assessments, appropriate statisti-
al methods should be used to calculate the cut point (Appendix
.3).
.2. Specificity cut point

Specificity is the property of an analytical method to unequiv-
cally detect the target analyte in the presence of other matrix
omponents [23]. From the screening assays, samples are selected
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Fig. 1. Scheme for evaluating cut point

hat are “reactive” (often called “potential positive”) for the pres-
nce of ADA; however, some of these may be non-specific because
f the 5% false-positive rate built into the screening cut point. There-
ore, the confirmation of positives among the reactive samples
equires the demonstration of specific reactivity to the drug. Test-
ng the specificity of ADA in human samples is a common practice;
his is also recommended for animal samples.

The specificity confirmation assay is usually a competitive inhi-
ition test in which the data are evaluated for a change in assay
ignal of a sample with or without preincubation (in liquid phase)
ith the study drug. Alternatively, reactivity in wells coated with

n immunochemically unrelated protein of similar size and charge
n comparison to drug-coated wells may be assessed. Instead of
hese approaches, some researchers compare the signal between
rug-coated and uncoated wells in plate-based assays; however,
e recommend that the acceptability of such an approach be
roactively discussed with regulatory agencies. In any of these
pproaches, the amount of change in assay signal that determines a
ositive confirmation is referred to as the “specificity cut point”. The
alidity of the specificity cut point, which distinguishes specific binding
ersus non-specific binding of antibodies to the drug, is very critical
nd must be determined objectively. The use of subjective criteria,
uch as ≥50% inhibition of signal, is discouraged. This is particu-
arly important when one has to evaluate ADA positive samples

ith low signals that are slightly above the assay cut point. High
DA positives, given that excess drug is used for inhibiting the sig-
al, are generally not prone to this problem. In the instance of a

ow signal ADA positives, even a minor decrease in the signal of a
rug-spiked sample may result in a 50% or greater decrease relative
o the unspiked counterpart leading to a false-positive assessment.
urthermore, it may only be possible to reduce the signal of an

DA positive sample down to the assay background, but not any

ower, which might be less than 50% of the signal of the uninhib-
ted sample; in such cases, false-negatives would occur. Therefore,
he specificity cut point should be determined by an objective
pproach, in the context of assay variability near the low positive

c
a
t
l
t

es and calculating screening cut point.

ange of the assay. There are several experimental approaches that
re being used in determining the specificity cut point.

It is advised that the specificity cut point be determined dur-
ng validation of the screening cut point. Drug-naïve samples from
he population used for determination of the screening cut point
excluding the statistical higher/upper outlier samples) should be
piked with an excess of drug and analyzed in identical fashion.
he mean percent change from the unspiked sample (inhibition)
nd SD are calculated. The mean inhibition plus 3.09 SD (if a 0.1%
alse-positive rate is desired) represents the specificity cut point.
s in determination of the screening cut point, outliers are elimi-
ated in order to make the specificity cut point more conservative.
urther details and the steps for calculating the specificity cut point
re provided in Appendix C.

In some labs, a number of samples (≥25 recommended) below
he screening cut point are spiked with a positive control result-
ng in a signal at or just above the cut point. After incubation with
xcess drug, mean percent inhibition is calculated and diminished
y ‘×’ SD to establish the specificity cut point (where ‘×’ is chosen to
orrespond to an appropriate false-positive rate). In this approach,
t is critical to ensure that the positive control preparation does not
roduce a signal far above the cut point because that can raise the

ikelihood of false-negatives. Also, one caveat to this approach is
hat the specificity cut point can vary highly based upon the pos-
tive control reagent(s) used. It should be noted that low affinity
DA that can occur within study samples (especially multivalent

gM), may not be inhibited as well as affinity matured IgG. There-
ore, a study sample may not be reliably classified as having specific
r non-specific reactivity based on a specificity cut point derived
sing a single positive control.

A t-test based approach proposed by Neyer et al. [26], which

ompares signals of the native and drug-spiked sample, represents
n alternative determination of ADA specificity. However, results of
he competitive inhibition in this assay are typically based on a very
imited number of observations and it does not take into account
he biological (inter-subject) variability.
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Nevertheless, any of the above outlined approaches are certainly
ore objective and reliable than the arbitrary ≥50% inhibition.

ome researchers perform antibody immunodepletions (e.g., with
rotein A), but that does not necessarily address specificity to the
rug; instead it only proves that signal is immunoglobulin based.
hile this approach may serve as a supporting test, it is not recom-
ended as a determinant of drug specificity.

.3. Sensitivity

Unlike fully quantitative methods that utilize an appropriate ref-
rence standard curve to estimate the analyte levels in the study
amples, sensitivity of ADA assays is highly dependent upon the
ositive control reagent(s) used to characterize it. For example, the
se of a high affinity positive control will produce a better sensitiv-

ty value than the use of a lower affinity positive control in the same
ssay. Hence when more than one positive control reagent is avail-
ble, it is a common finding that each reagent produces a different
ensitivity value. Furthermore, no positive control can be expected
o represent the spectrum of immune response observed in indi-
iduals treated with study compounds. Despite these caveats, assay
ensitivity is a regulatory expectation because it provides a gen-
ral sense of relevance of the assay, and thus it is determined and
eported. It is particularly useful during assay development for
hoosing an optimal ADA detection method (comparisons between
ethods during initial development) and for the determination of
low positive control for validation (see Section 3.4).

Sensitivity of ADA assays is defined by the lowest concentration
t which a positive control antibody preparation consistently pro-
ides a positive signal in the assay. For example, this can be defined
s the concentration of the control antibody at which the assay
esult is expected to be above the screening cut point at least 95%
f the time, or 50% of the time, depending on the level of consis-
ency preferred. See Appendix D for an experimental approach to
etermining assay sensitivity.

.4. System suitability controls

System suitability controls “ensure that the validity of the ana-
ytical procedure is maintained whenever used” [24]. Each assay
ypically contains a set of quality controls (high and low positive
ontrols and negative controls) that assure performance consis-
ency, thereby supporting the validity of results obtained over time.
n other words, the results of these controls aid in assuring that
he assay remains valid during the in-study phase. Thus, these are
uality controls that help determine whether an assay run passes
r fails the validated acceptance criteria. See Appendix E for details
n developing these controls and the required acceptance criteria
or in-study runs.

.5. Selectivity/interference

Whether components in the sample prevent the assay from
etecting ADA is an important concern. Selectivity is the ability of
n assay to measure the analyte of interest in the presence of other
onstituents in the sample [27]. It is characterized by the recovery
f analyte (represented by a mock positive control sample) from
atrix samples containing the potential interferent(s). When the

ositive control and the matrix originate from different species,
s is often the case, anti-framework and anti-xenogeneic antibod-

es may often hinder recovery. It should be noted that selectivity of
DA assays, when assessed using the positive control, is not likely to
eflect the selectivity of the assay when applying actual nonclinical
r clinical samples. Nevertheless, it is important to gain an under-
tanding of ADA detection under conditions when the matrix could

3

b
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ossess interfering factors such as study drug or its endogenous
ounterpart, concomitant medications, rheumatoid factor, etc.

.5.1. Interference by matrix components
Assessment of recovery in ADA assays involves testing whether

omponents in the matrix inhibit ADA from binding to drug under
ssay conditions, thereby affecting the assay response. When pos-
ible, selectivity investigations should include a comparison of the
ositive control ADA recovery within normal and disease-state
era in view of the possibility that interfering substances may be
revalent in some populations or disease states. If a significant
roportion of test samples are hemolyzed or contain high lipid
ontent, these conditions may also require recovery evaluation. To
etermine recovery from target matrix samples, both low and high
oncentrations of specific ADA control preparations (polyclonal or
onoclonal) should be added into assay buffer (which is free of
atrix components), biological matrix (serum or plasma) samples

rom healthy individuals, and treatment population subjects. The
esponses in assay buffer are then compared to responses observed
n matrix, and typically up to 20% difference between the two is
onsidered acceptable, but this will vary based on the positive con-
rol used. It is useful to select donors that express high and low
on-specific backgrounds in the assay. This will not only test the
ssay recovery but also check the matrix interference and confirm
he selection of the MRD.

.5.2. Study drug interference (drug tolerance)
The main interferent in an ADA assay is usually the drug itself.

t is expected that samples containing drug will exhibit interfer-
nce due to competition for product-specific antibodies between
he drug and that used as a capture reagent in the assay system,
hereby producing false-negative results. Thus it is a common prac-
ice to determine the concentration of drug that inhibits detection
f a positive control antibody, and to apply this “tolerance limit”
n decision-making regarding the ADA status of study samples.
owever, this practice is flawed because drug tolerance is highly
ependent upon the positive control(s) used to characterize it, such
hat the use of a high affinity positive control can result in low
rug tolerance whereas the use of a low affinity positive control can
esult in a high drug tolerance in the same assay. Because individu-
ls will vary in their ADA repertoire, the true drug tolerance in the
ontext of antibodies in the study samples may be different from
hat obtained with the positive controls. In fact, when more than
ne positive control reagent is available, it is a common finding that
ach reagent produces a different drug tolerance value. Thus, the
true” drug tolerance of an assay is intangible. Thus, like assay sen-
itivity, drug tolerance is generally limited to an understanding of
hether the drug interferes at all in the assay, and is useful mainly

or comparisons of different assay formats during assay develop-
ent and optimization. Nevertheless, determining drug tolerance

s a regulatory expectation.
To determine the tolerance of an assay to drug interference, the

ow ADA QC is preincubated with serial dilutions of drug, and then
ested in the assay. The lowest concentration of drug that prevents
he detection of the low QC signal characterizes the “drug tolerance
imit” of the assay, but this will vary based on the positive control used.

For study phase bioanalytical reporting, when drug is detected
n a sample that produces a negative ADA result in the assay, it is
ecommended that the negative ADA status of that sample should
e accompanied with a statement of possible drug interference [10].
.6. Precision

Precision is a quantitative measure of the random variation
etween a series of measurements from a method. It is recom-
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ended that the acceptance criteria applied against precision be
ithin the range commonly expected for immunoassays; these cri-

eria should also be appropriate for the platform used (for example,
he criteria may be tighter for electrochemiluminescence assays
s opposed to ELISAs). The use of a balanced experimental design
s recommended for the performance of precision validation, as
escribed in Appendix A. Approaches for determining precision of
he screening, specificity confirmation, and titration methods are
resented below. When feasible, it is recommended that precision
e determined in experiments that are scaled-up approximately to
he level of intended use during the in-study phase.

.6.1. Screening assay precision
Precision of the screening assay can be determined using data

rom at least six independent runs of the assay controls (nega-
ive control, low positive and high positive control). The data for
his evaluation can be obtained from the experiment described in
ppendix D for determining sensitivity. From that experiment cal-
ulate the imprecision around a high positive control concentration
nd a low one that is just above the cut point. The imprecision
rom these assay signal data can be reported in terms of %CV for
haracterizing relevant sources of variability. The estimates of intra-
ssay precision (also called intra-run or intra-batch precision) and
nter-assay precision (also called inter-run precision, inter-batch
recision, intermediate precision, or overall precision) of the assay
ignal measurements should be reported as %CV, for example using
he formulae from a recent publication [27]. If analyst-specific cut
oints are used for testing study samples, then the inter-analyst CV
hould also be determined.

.6.2. Specificity confirmation assay precision
The objective of precision assessment for the specificity confir-

ation assay is to test the reproducibility of signal inhibition. In
rder to calculate %inhibition, an appropriate level of drug should
e added to the low and high control samples from at least six

ndependent runs, as determined during the specificity cut point
xperiment. Determination of inter-assay precision is sufficient for
his assay, and is calculated in a manner identical to the method
escribed in Section 3.6.1.

.7. Robustness

Robustness is an indication of the reliability of an assay, assessed
y the capacity of the assay to remain unaffected by small, but delib-
rate, variations in method parameters [23]. The focus of robustness
s to elucidate assay consistency under relevant, real life changes
n standard laboratory situations. The robustness parameters to
est during validation should be based on the knowledge of the
ssay and its associated risks [28]. One should assess which con-
itions are likely to vary in an assay in a particular laboratory,
nd design appropriate tests to examine the parameters that are
eemed critical. These may include changes in microtiter plate

ots, incubation times, temperature, number of plates per run,
eagent lot and concentrations, or instrumentation. Study samples,
r the positive control samples, can be used to test assay robust-
ess. The use of acceptance criteria for system suitability controls
uring robustness validation (computed from the assay develop-
ent/optimization data, or validated system suitability control

cceptance criteria) is recommended.
.8. Stability

Stability studies evaluate assay performance under the intended
ample storage conditions. Ideally, stability testing conditions
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hould mimic the expected sample and reagent handling con-
itions, storage temperature(s), and varying lengths of storage
ime.

From an analyte stability standpoint, the nature of ADA is worth
ondering. Whether the ADA analyte is anti-drug X antibody or
nti-drug Y antibody, it is a polyclonal antibody just the same.
herefore, it is reasonable to assume that the stability of ADA is
he same whether it is specific to drug X or drug Y. With this logic,
he stability of ADA can be approximated by the stability of serum or
lasma immunoglobulin specific to any antigen. It is recommended
hat available clinical and nonclinical matrix samples, from each
arget species, be characterized separately for stability and the
nsuing results be extended to ADA assays of all drug programs in a
esearch laboratory. It may also be necessary to do this with matrix
rom certain target indications such as rheumatoid arthritis. Thus,
t is not stipulated that sample stability for each drug-specific assay
e separately validated. While a caveat to this approach is the fact
hat the administrations of different drugs can elicit different pro-
ortions of IgM, IgG1, IgG2, IgG3, or IgG4 in different subjects, it is

mpossible to know and mimic the various proportions of isotypes
nd subclasses of immunoglobulin in any population of subjects.
ence, this approach is reasonable for the evaluation of analyte

tability.
Alternatively, drug-naïve matrix spiked with the positive con-

rol(s) can be considered as mock positive sample(s) for stability
esting, but whether such samples reasonably mimic the intended
est samples is a scientific judgment. Multiple positive samples at
ifferent concentrations are preferable, if available; but in the least,
he samples should include the high-signal positive control and the
ow-signal positive control. See Appendix F for further details.

Stability characterization may also include stability of assay-
ritical reagents such as the quality controls, the coated assay plate
r chip (if applicable), and other critical reagents (such as conju-
ates). However, this is a business decision rather than a stipulated
alidation characteristic because the ADA assays are stability indi-
ating (i.e., loss of stability of critical reagents can be detected by
oor assay performance, or assay failure, monitored via the system
uitability control).

.9. Ruggedness

Ruggedness refers to the reliability of an assay when performed
y more than one laboratory. Thus it refers to the inter-laboratory
tudies needed to demonstrate that an assay is valid. The term
ruggedness’ is not present in FDA and ICH method valida-
ion guidances [13,23,24] while the United States Pharmacopeia
USP) [25] describes it as including inter-laboratory precision and
nter-analyst precision. Inter-analyst precision is described within
intermediate precision’ in the ICH documents [23,24], which clas-
ify inter-laboratory variation as another element of precision
ermed ‘reproducibility’. Ruggedness is often erroneously inter-
reted as ‘routine changes’ such inter-equipment imprecision,
hich is in fact a robustness element.

Because some companies may have multiple bioanalytical test-
ng laboratories, or due to growing trends such as outsourcing, it
s recommended that ruggedness be validated in those situations.
uggedness becomes very useful for assessing the “transferability”
f an assay, i.e., the validity of testing samples in two or more labo-
atories, and comparability of data produced by them. For example,
ssay sensitivity using a single positive control, cut point values and

ontrol ranges should be evaluated; blinded samples could be gen-
rated in the sponsor lab and tested by the receiving lab. When only
single laboratory performs the ADA assay, however, ruggedness
ecomes a non-issue and need not be validated until the method is
o be transferred to another laboratory.
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subgroups. Finally, if every analyst does not test each subgroup of
samples, then the analyst difference will be confounded with the
sample differences.

Thus it is critical to try to ensure during the planning of the
validation experiments that the experimental design or layout for

Table 1
Balanced experimental design. This table illustrates an experimental design that
is balanced for the key assay variables considered such as the analyst, assay run,
plate testing order, and sample groups tested. In this scenario, each of two analysts
conducts three assay runs, testing 60 drug-naïve matrix samples in each run such
that three groups of 20 samples are tested in each of three plates. Note that all
samples are tested in each run and each sample group is tested in every plate testing
order by each analyst. Such a balanced design ensures that the difference between
the levels of a factor (say, between assay runs) is not confounded by the effect of
another factor (say, sample groups), thus providing a more reliable assessment of
key assay variables. The plate testing order here refers to the order in which the
plates are tested within a run (assumed to be P1, P2, and P3).

Analyst Assay run Assay plate Validation serum samples

S1–S20 S21–S40 S41–S60

A1

R1

P1 X
P2 X
P3 X

R2

P1 X
P2 X
P3 X

R3

P1 X
P2 X
P3 X

R4

P1 X
P2 X
P3 X
G. Shankar et al. / Journal of Pharmaceutica

. In-study validation (monitoring) and assay revalidation

In-study validation (monitoring for maintenance of system
uitability) and revalidation are critical components of any bioana-
ytical method. Hence, the validation of a method actually does not
nd until the method is ultimately retired from analytical use.

For in-study performance of quantitative bioanalytical meth-
ds, acceptance criteria for precision and accuracy are generally
equired [13]. Since accuracy is not applicable for ADA meth-
ds, monitoring the performance of quality control samples, as
escribed in Section 3.4, reassures that the assay system is “suitable
or intended use”, i.e., the assay remains valid and is performing as
ell as it had during pre-study validation. The use of a low positive

ontrol assures the assay remains sensitive. Details on sample and
late acceptance criteria are explained in Appendix E2.

It is also advised that assays be re-validated on an as-needed
asis to reduce assay “drift”. For example, when there are changes in
ritical method components, equipment, or samples (disease indi-
ations), an assay revalidation may be required. The revalidation
ay cover some or all validation characteristics (i.e., a partial or
hole assay revalidation). Use of lots or batches of assay critical

eagents that are different from those used in pre-study validation
o not require assay revalidation, but must be supported by appro-
riate experimental qualification to ensure maintenance of system
uitability.

. Conclusion

The first of three papers in this series on immunogenicity evalu-
tion described common approaches for developing and optimizing
mmunoassays for antibodies to biotechnology products [8], follow-
ng which the second paper described strategies for the evaluation
f ADAs [10]. This paper described assay performance charac-
eristics that are important to ADA immunoassay validation, and
rovided recommendations on objective approaches for determin-

ng them. These are intended to facilitate a standardized approach
or assessing the immunogenicity of therapeutic proteins across
he biopharmaceutical industry. The recommendations in all the
hree papers should be considered as examples of best practice;
lternate methodological approaches may also be acceptable, as
ong as scientific rationale and objectivity are maintained despite
ssay-specific practical considerations.

It is expected that the recommended approaches presented
erein will result in the production of high quality ADA data that
nables a better understanding of the clinical impact of immuno-
enicity. It is also hoped that this publication will lead to the
roduction of specific guidance documents by regulatory agencies
orldwide.
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ppendix A. Use of a balanced experimental design

One important consideration in the design of validation exper-
ments is to eliminate or reduce confounding factors. That is, the
ffect of each variable such as analyst, batch/run, etc., assessed in
he experiment should be entirely due to those factors alone with-
ut bias from the effect of other factors. It is recommended that the

nfluence of confounding factors be reduced via the use of a ‘balanced’
xperimental design for the determination of screening cut point, speci-
city cut point, and precision.

For example, when evaluating precision, the difference between
nalysts, assay runs, and plates should be considered. Suppose that
hree plates per run are tested over three runs by each of two ana-
ysts. The experiment (Table 1) can be designed as follows in order
o estimate the difference between analysts, assay runs and plates
eparately:

1. Divide the samples into three equal sized subgroups.
. For each analyst, test each subgroup of samples exactly once in

each assay run and on each plate.

An imbalanced design can have a negative impact on the con-
lusions from a validation experiment. Suppose that each subgroup
f samples is tested in the same plate across assay runs, the differ-
nces between plates are confounded with the difference between
ample subgroups. That is, any difference in results between plates
annot be attributed fully to the plate testing order; it may be due
o a difference between the sample subgroups. Similarly, if each
ubgroup of samples is not tested in every run, then the differences
etween runs are confounded with the difference between sample
2 R5

P1 X
P2 X
P3 X

R6

P1 X
P2 X
P3 X



1 l and Biomedical Analysis 48 (2008) 1267–1281

r
a

A

B
e

o
s

•
•

•

b
a
s
(
b
T
t
f

l

2

t
a

U
o
t
q
b
T

s
u
d
i
s

S
t
s
a
d
a

B
v
p

•

Fig. 2. Distribution of the drug-naïve matrix sample results. Using JMP outlier box-
plot, the distribution of the drug-naïve matrix sample results is plotted in both the
original scale of the reported optical density results (Panel A) and logarithmic scale
(Panel B). The ends of the box correspond to the 25th and 75th percentiles, also
called the quartiles (Q1 and Q3). The difference between these quartiles is the inter-
quartile range (IQR). The line across the middle of the box indicates the median.
The center of the diamond indicates the sample mean, and its length corresponds
to the 95% confidence interval. The lines extends from both ends of the box to the
outer-most data point that falls within the distances computed as [Q3 + (1.5 × IQR)]
and [Q1 − (1.5 × IQR)]. The bracket along the edge of the box identifies the short-
est half, which is the densest 50% of the observations. The normal density curve
estimated using the data is displayed. Since the distribution of the original data is
highly skewed to the right, the logarithmic transformation is considered, and so
the outliers are assessed in the log-transformed scale. The outliers can be identified
from either the box-plots of the reported results provided in this figure, or using
the studentized residual plots from the ANOVA (see Appendix B.1). The outlier box-
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unning the control samples and validation matrix samples is bal-
nced with respect to all the key factors under consideration.

ppendix B

.1. Cut point evaluation: investigate distribution of results and
xclude outliers

The assessment of the distribution of results from the population
f drug-naïve ADA negative matrix samples is an important first
tep prior to establishing a screening cut point.

Evaluation of the distribution includes:

Assessment of normality.
Selection of an appropriate data transformation, such as logarith-
mic (if needed).
Identification of statistical outliers.

Data transformation is often needed in order to satisfy the distri-
utional assumptions of the statistical analysis (e.g., ANOVA). Low
nd high outliers arising from analytical or biological abnormalities
hould preferably be excluded [8], or appropriately down-weighted
e.g., by use of Median and Median Absolute Deviation or Tukey’s
iweight function) in the determination of a screening cut point.
his is important because not doing so can inflate the variability and
herefore the screening cut point, making the assay more prone to
alse-negatives.

A couple of popular methods for detecting outliers are as fol-
ows:

1. Box-plots of the reported results.
. Studentized residual plots from ANOVA.

The studentized residual plot approach might require the assis-
ance of a statistician whereas the box-plot approach is simpler and
lso acceptable.

In the statistical software JMP® (SAS Institute Inc., Cary, NC,
.S.A), the box-plot approach can be carried out by the use of the
utlier box-plot. The plot identifies all the points (“high outliers”)
hat are above the 75th percentile (Q3) plus 1.5 times the inter-
uartile range (Q3–Q1) and all the points (“low outliers”) that are
elow the 25th percentile (Q1) minus 1.5 times inter-quartile range.
hese extreme results are then plotted individually in the graph.

The distribution of results in Fig. 2 is plotted in both the original
cale and logarithmic scale, and the test for normality is carried out
sing the Shapiro–Wilk test. Since the distribution of the original
ata is highly skewed to the right, the logarithmic transformation

s considered, and the outliers are assessed on the log-transformed
cale.

Despite transforming the data to logarithmic scale, the
hapiro–Wilk test for normality indicates a non-normal distribu-
ion. This is due to the presence of several outliers in the logarithmic
cale. After excluding the outliers identified from the box-plot
pproach, the Shapiro–Wilk test now provides evidence of a normal
istribution, as shown in Fig. 3. At this point, the assay run means
nd variances can be compared as described in Section 3.1.4.

.2. Cut point evaluation: compare assay run means and

ariances to determine the suitability of a floating or fixed cut
oint, or the need for a dynamic cut point

Use a fixed cut point when assay means and variances are not
statistically different between runs, however, floating or dynamic
cut point can also be used if preferred.

a
n
fi
s
e
s

lot individually lists the outlier points, as evident from these figures. Among these
oints, the smallest one was not identified as an outlier by the studentized residual
lots.

Use a floating cut point when assay means are statistically differ-
ent but the variances are not statistically different among runs,
however, dynamic cut point can also be used if preferred.
Use a dynamic cut point when assay variances are statistically
different between runs, regardless of the assay run means.
Use analyst specific or instrument specific cut points when the
drug-naïve matrix sample results are significantly different.

The difference between assay run means may be formally
ssessed within the framework of ANOVA by treating the assay runs
s a fixed effect in the statistical model. First assess the p-value for
he equality of assay run means. Next, assess the p-value from the
evene test for homogeneity of variances across assay runs. If vari-
nces across assay runs are homogenous and assay run means are
ot significantly different, then the use of a fixed cut point is justi-

ed. A more rigorous “mixed effects ANOVA” with assay runs and
amples as “random effects” is required to evaluate mean differ-
nces and/or variance heterogeneity specific to other design factors
uch as population (normal versus disease samples) or analyst.
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ig. 3. Distribution of the drug-naïve matrix sample results without the outliers.
hese data are similar to Fig. 2A and B, without the outliers. After excluding the out-
iers identified from the box-plot approach, data in the logarithmic scale are closer
o a normal distribution and is confirmed by the Shapiro–Wilk test for normality.

The comparison of assay runs is illustrated in Fig. 4. The p-value
orresponding to the run number is 0.3068 suggesting that the

un means are not statistically different at alpha = 0.05 significance
evel. The p-value from the Levene test is 0.6565 suggesting that
he variances across assay runs are also not significantly differ-
nt at alpha = 0.05 significance level. So this supports the use of

ig. 4. Comparison of assay run means and variances. This illustrates the comparison
f optical density readings in log scale (represented by log (OD) in the vertical axis)
etween six assay runs. Each point represents the result from a drug-naïve matrix
ample. The vertical span of the diamonds represent the 95% confidence interval
or the corresponding run mean. The horizontal lines near the top and bottom of
he diamonds are useful for pair wise comparisons of the assay runs. As is evident
rom this figure, and as confirmed by the ANOVA F-test, the assay run means are not
tatistically significantly different. Also, the Levene’s test for the equality of variances
mong assay runs indicated that the variances are not significantly different. This
ustifies the use of a fixed cut point for the in-study phase, or use of a floating cut
oint if preferred (see Appendix B.2).
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fixed cut point, however, a floating cut point may also be used if
referred.

.3. Cut point evaluation: calculate a screening cut point

Alternative statistical methods for calculating the screening cut
oint using data from pre-study validation are listed below.

1. Parametric method: mean + 1.645SD. The mean and standard
deviation (SD) are estimated using ANOVA. The parametric
method assumes normality and exclusion of outliers. If data
do not follow a normal distribution, this calculation should be
performed on transformed scale. The calculation of SD should
take into consideration of both the biological and analytical
variability. A simple, but approximate way of accomplishing
this is by calculating the variance of each run, and then pool-
ing them using a weighted average, where the weights are the
degrees of freedom from each run. If the number of samples is
the same for each run, then the weights are same, and there-
fore the pooled variance is simply the arithmetic mean. The
square root of the pooled variance results in the pooled SD which
then can be used in this cut point calculation. A more elegant
way of incorporating both the biological and analytical vari-
ability is by performing a variance component analysis using
restricted maximum likelihood method within the framework of
random-effects ANOVA. This typically requires the assistance of a
statistician.

. Robust parametric method: median + 1.645 × (1.483 × MAD),
where MAD is median absolute deviation. This calculation
resembles the formula given in parametric approach in that the
median is used in lieu of mean and 1.483 × MAD is used in lieu of
SD. Other alternatives such as the Tukey’s biweight method may
be considered. The robust parametric approach is most useful
when certain data points are suspected to be outliers, but not
identified by statistical tests. This approach assumes normality
but exclusion of outliers is not required. If data do not follow a
normal distribution, this calculation should be performed on
transformed scale.

. Non-parametric method: Empirical 95th percentile. This is robust
against non-normality, but sensitive to outliers. Therefore, no
transformation is needed when using this method, however,
outliers should be removed as described in Appendix B.1. For
example, the 95th percentile of a group of 60 samples will be
the 57th sample after sorting the results in ascending order.

From our experience, both analytical and biological outliers are
lmost always associated with extremely high values. These values
re often more than 6 standard deviations from the relevant mean
alue even after data transformation. Such values are not usually
epresentative of samples from the drug-naïve normal or patient
opulation based on which we determine the screening cut point.
ailure to delete or down-weight these values would result in an
nacceptably high cut point. Consequently, the deletion of outliers
ay be more practical and appropriate for the risk-based approach

ere than for other applications.
If a fixed cut point is chosen, the run-specific means and stan-

ard deviations are used to determine the pooled mean and pooled
tandard deviation. If a mixed effects ANOVA is used, then these
stimates can be obtained automatically from the model. The over-
ll fixed cut point is then calculated as described above using the

ooled mean and standard deviation. No further calculations are
ecessary related to the screening cut point during the in-study
hase.

If a floating cut point is chosen, and if the negative control is used
s the biological background for normalization, then a normaliza-
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Table 2a
Illustration of screening cut point calculation based on validation data. If a fixed cut point is used during the in-study phase, then it will be 0.192 (bottom-right of this table).
If a floating cut point is preferred or necessary, then these cut point calculations should be used to determine the normalization/correction factor illustrated in Table 2b. See
Appendix G for details.

Assay number Analyst Log 10-transformed estimates Sample absorbance cut point

Biweight mean Biweight SD Sample cut point

1 A −0.892 0.222 −0.527 0.297
2 A −1.098 0.210 −0.753 0.177
3 A −1.082 0.202 −0.750 0.178
4 B −1.154 0.200 −0.824 0.150
5 B −1.151 0.173 −0.866 0.136
6 B −1.064 0.204 −0.730 0.186

Pooled intra-assay
A −1.024 0.212 −0.676 0.211
B −1.124 0.193 −0.807 0.156
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Combined −1.074

nter-assay Combined −1.076

ion factor should be determined based on the pre-study validation
ata. Note that this is done only during the validation phase and
sed subsequently for calculating floating cut point during the in-
tudy phase. This factor is simply the fixed cut point minus the
verage of the negative control sample values obtained during the
re-study validation phase. The floating cut point for an in-study
ssay run is then the run mean for the negative control sample plus
he normalization factor. If the transformation is required, the cal-
ulation should be done on the transformed scale and the floating
ut point established on the transformed scale needs to be back
ransformed prior to reporting.

Most often, logarithmic transformation is used in the compu-
ation of cut point. It can be shown using simple algebra that the
ormalization factor becomes multiplicative in the original scale
nd is defined in terms of the ratio as the cut point (determined
rom pre-study validation data) divided by the average of the neg-
tive control samples run during the validation phase. The floating
ut point is then the average of the negative control samples run
uring the in-study phase multiplied by this normalization fac-
or.

If the negative control is found to be inappropriate for calcu-
ating the floating cut point, then the pre-dose patient sample

ay be used to determine the patient-specific floating cut point.
he floating cut point is then the average of the pre-dose sam-
le replicates for each patient plus 1.645 times the SD, where SD

s determined from the pre-study validation data described above
sing the parametric or robust parametric method (steps 1 and 2).
owever, it is important to note that the pre-dose and the post-

ose samples should be run in the same plate or at least in the
ame run.

If a dynamic cut point is necessary, the parametric method from
tep 1 is used, where the mean and SD are determined from only the

c
T
e

able 2b
llustration of normalization/correction factor for the calculation of floating cut point. See

ssay number Analyst Log 10-transformed estimates

Negative control mean Sample

A −1.1531 −0.5266
A −1.2924 −0.7528
A −1.2697 −0.7503
B −1.2234 −0.8242
B −1.1807 −0.8661
B −1.1612 −0.7296

ooled intra-assay
A −1.2384 −0.6763
B −1.1884 −0.8069
Combined −1.2134 −0.7408
.202 −0.741 0.182

.219 −0.716 0.192

n-study samples in each assay run. As noted in Section 3.1.1, this
ypically suffers from limited sample size in practice and further
nvestigation of the assay design factors (e.g., analyst, instrument)

ay be worthwhile. The use of dynamic cut points is laborious,
mpractical for large scale applications, and uncommon; thus its
pplication should be instituted cautiously, preferably by soliciting
eedback from regulatory agencies.

An example of the screening cut point calculation is provided
n Appendix G. Per the procedure outlined in Appendix B.1, log
ransformation of the data was used for evaluating the variability
nd the calculation of cut point values. Similarly, using the analy-
is described in Appendix B.2, the floating cut point method using
he negative control pool for normalization was adopted for the
etermination of cut point for the in-study phase. As suggested

n Section 3.1.1, the relevance of the negative control was estab-
ished by investigating the correlation between the negative control

ean and the biological matrix sample means from each run. The
ut point calculations were based on log-transformed data during
he validation phase where each of two analysts tests the drug-
aïve matrix samples in three runs each (hence a total of six assay
uns).

The cut point calculation procedure and the formula used in
able 2a correspond to step 2 in this Appendix B.3. Robust alterna-
ives to the mean and standard deviation using the Tukey’s biweight

ethod were used in the calculation. While it was not necessary to
xclude the outliers, the assessment of normality and logarithmic
ransformation of the data were critical because the cut point cal-
ulation formula relies on the assumption of a normal distribution.
The calculation of normalization factor for use in floating
ut point evaluations during the in-study phase is illustrated in
able 2b. Note that because these data were log transformed, as
xplained above, the normalization factor is additive in the log

Appendix G for details.

Absorbance multiplicative
normalization factorcut point Additive normalization factor

0.6255 4.231
0.5396 3.464
0.5194 3.306
0.3992 2.507
0.3146 2.064
0.4316 2.701

0.5621 3.648
0.3815 2.407
0.4726 2.969
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Assay sensitivity should be reported for undiluted matrix
G. Shankar et al. / Journal of Pharmaceutica

cale, and multiplicative in the original (untransformed) scale.
uring the in-study phase, one would multiply the mean of the
egative control mean from each run by the multiplicative factor

rom Table 2b to derive the floating cut point for that run. Given
he difference between the multiplicative factors corresponding to
ach analyst, it may be preferable to use the analyst-specific mul-
iplicative factor, and hence the analyst-specific floating cut point
n this scenario.

ppendix C. Calculation of a specificity cut point for a
ompetitive inhibition test format

The following steps for calculating a fixed specificity cut point
re suggested:

1. Determine a single concentration of drug that can inhibit high levels
of ADA in samples: Using the available positive control(s), deter-
mine a single concentration of drug (in molar excess of ADA)
that can inhibit the highest assay signal (i.e., the upper end of
the dynamic range of the reading instrument). For example in
an ELISA format, prepare mock high positive samples in matrix
or assay buffer that result in an assay signal near 3.0 OD units in
a plate reader that has a dynamic range of 0.0–4.0. Then add
drug at serially increasing concentrations to identify the one
concentration that inhibits the mock high positive samples to
levels below the screening cut point. A higher concentration of
drug should be used for inhibition during validation and in-study
(e.g., 10-fold of the determined value, to reduce the likelihood of
false-negatives due to affinity differences during the in-study
phase). To assure that this drug concentration does not produce
any unusual effects at lower concentrations of mock ADA positive
samples, it should be confirmed in a second experiment where it
is added to various lower concentrations of mock positive sam-
ples. This concentration of drug is thereby validated for use in
inhibiting samples (during pre-study validation as well as sub-
sequent in-study testing) that might have a screening OD result
of up to 3.0 units. This means that study samples with screening
OD results above 3.0 will have to be diluted to below 3.0 OD units
before spiking the drug for specificity confirmation.

. Compute the mean percent inhibition and SD (standard deviation)
that approximates that of “potentially positive” non-specific sam-
ples: Pre-incubate the samples chosen for the screening cut point
experiment at the predetermined excess study drug level (from
step 1 above), ideally in the same experiment (together) as the
screening cut point experiment. If this is not done in the screen-
ing cut point experiment, we recommend that this be done using
a similar design recommended for the screening cut point exper-
iment. Calculate percent signal inhibition for each sample with
the following formula:

%Signal inhibition = 100
[

1 −
(

study drug inhibited sample
uninhibited sample

)]

Compute the mean percent inhibition from these data. Then
compute the SD of the % inhibition data. Typically a log trans-
formation is necessary when analyzing the %inhibition data.
Negative inhibition values may present a challenge when tak-
ing logarithm. One way to get around this is by analyzing
the logarithm of the ratio of drug spiked versus unspiked
samples.
. Calculate a fixed specificity cut point: Applying the mean and
SD from step 2, the specificity cut point is now defined as
mean + 3.09 × SD when log transformation is not applied. If the
data were log transformed, compute the mean and SD of the
logarithm of the ratio of drug spiked versus unspiked sam-

a
(
f
t
a
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ples as suggested in step 2; compute mean − 3.09 × SD of these
log ratios, and then take the anti-log to obtain the specificity
cut point via the formula: 100 × (1 − antilog value). (Note that
the value 3.09 corresponds to the 99.9th percentile of the nor-
mal distribution. Since this is a confirmation assay, only the
samples that are truly positive and specific to the study drug
should be reported, limiting the false-positive error rate to
around 0.1%. Instead, if 1% false-positive rate is preferred, the
threshold of 2.33 should be used in place of 3.09 in the above
formula.)

ppendix D. Determination of assay sensitivity

Experimentally, we suggest preparing five or more serial dilu-
ions of the positive control spanning the screening cut point, and
ested totally in at least six assay runs (by more than one analyst
f multiple analysts will be involved during the in-study phase)
n order to measure analytical variation. Positive controls should
e prepared in undiluted pooled matrix, and then diluted accord-

ng to the assay design. Pooled matrix is recommended instead of
ndividual matrix samples because the biological variation among the
atter can confound the result, whereas the use of a pool ensures
he measurement of analytical variation alone. In some instances
his preparation in the matrix may be proven unfeasible, as in
he case of protein-A/G purified human mAb drug-specific positive
ontrols prepared in animals; in such preparations, the pres-
nce of human Ig framework specific antibodies can significantly
ower recovery from human matrix. In such instances, it may be
cceptable to determine sensitivity in assay diluent rather than
atrix.
Negative control (pooled drug-naïve matrix) and diluent (if

pplicable) should also be included in each run to provide data for
he evaluation of precision (Section 3.6.1) and for the application of
oating cut point if needed. Each of these dilution curves should be
tted by an appropriate regression model to interpolate the con-
entration corresponding to the screening assay cut point (fixed
r floating, as determined to be appropriate for the method). Note
hat when a floating cut point is used, interpolation should be done
sing run-specific cut points.

Sensitivity can be defined as the mean of the interpolated pos-
tive control concentrations from these assay runs. In this case it
hould be understood that a sample at this sensitivity level would
e detected as positive just around half of the time (i.e., 50% con-
istency).

If 95% consistency for reporting sensitivity is preferred, the mean
nd SD of the interpolated positive control concentrations corre-
ponding to these assay runs are used to establish the sensitivity
f the assay, defined as the mean plus t0.05,df × SD. Here the mean
nd SD should be determined in log scale, t0.05,df is the critical
alue determined from the t-distribution corresponding to a 5%
alse-positive rate and “df” is the degrees of freedom that depends
n the number of samples and runs used in the calculation. The
ean + t0.05,df × SD is then transformed back to the original scale.

t should be noted that we suggest the use of the t-distribution
hreshold of t0.05,df instead of the more familiar normal distribu-
ion threshold of 1.645 that we used for the calculation of cut points
ecause the sensitivity determination is based on very limited number
f samples.
nd expressed as mass of antibody detectable per unit volume
milliliter). That is, sensitivity of the assay must be reported after
actoring-in the screening assay MRD. When more than one posi-
ive control antibody is used for determining assay sensitivity it is
cceptable to report a range of observed sensitivity values.
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ppendix E. Developing system suitability controls (QCs)
nd acceptance criteria for the in-study phase

.1. Step 1: Defining the QCs

A high positive control is generally chosen as one that produces
signal that is on the upper end of the linear response of the assay.
his control is, arguably, of minimal use in ADA immunoassays and
s therefore optional, but it can be useful for methods prone to hook
ffects, and in tracking assay performance, reagent qualifications,
nd troubleshooting. The concentration of the high positive control
hould be chosen from the linear range of the dilution curve, usually
ust below the upper plateau of the curve or at the higher end of
he study sample range if there is a priori information on the ADA
ange in the study samples.

Unlike the optional high positive control, a low signal control
nsures reliable performance of the assay and is therefore mandatory.

The low signal positive control should produce a response
hat can be reproducibly seen above the cut point, but it may
ometimes result in a signal that is below the cut point (thereby
ailing/invalidating the assay). On the other hand, choosing an
nreasonably high concentration for a low positive control may
roduce an assay signal that is substantially above the cut point,
hich is inappropriate. To provide objectivity to the selection of
low positive control concentration, it is useful to think in terms
f assay rejection rates, i.e., the percentage of assays (plates) that
ail because the low positive control produces a result below the cut
oint [8]. For example, a 1% rejection rate may be a reasonable target
or a low positive control. This is calculated as mean + t0.01,df × SD,
here mean and SD are determined using the data from the sen-

itivity experiment (Section 3.3 and Appendix D) or related assay
evelopment data, and t0.01,df is the critical value determined from
he t-distribution corresponding to a 1% false-positive rate and “df”
s the degree of freedom that depends on the number of samples
nd runs used in the calculation. This theoretically implies that
bout 99% of the data from the low positive controls will be at or
bove the cut point.

A matrix (usually a pool) negative control is useful in monitoring
he non-specific background of the assay.

An assay diluent control may also be necessary in some assays as
n additional negative control because matrix proteins sometimes
ave a blocking effect that can lower the signal in contrast to the
rue assay background with the diluent alone.

.2. Step 2: Establishing in-study assay acceptance criteria for
Cs

For QCs, assay acceptance criteria derived from the pre-study
alidation data must be applied in the in-study phase. To develop
hese criteria, data from each control (positive, matrix negative, and
iluent negative, if applicable) from at least 3 runs, 3 plates per run,
y two or more analysts (if multiple analysts will be involved in the
n-study phase), and the same number of replicates as intended
or study samples, should be used. If data from the performance of
ontrols in other validation experiments is available, it should be
tilized in these calculations.

Acceptance criteria for the negative controls should have an
pper limit while a lower limit is optional. The positive controls
enerally have upper and lower limits, although the upper limits
re arguably less critical than the lower limits (when the signal

s within a linear range of the instrument), because the conse-
uence of ‘higher than normal’ assay signal can result in a higher
ncidence of reactive samples, which can subsequently prove to be
on-specific (by the specificity confirmation assay) and therefore
oes not affect the false negative rate of detection.

i
[

s
s
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For a 1% failure rate of the matrix negative control and diluent
egative control, the upper limit is the mean response + t0.01,df × SD,
here the mean and SD are derived from the experiment described

bove, and t0.01,df is defined as above in step 1. For the posi-
ive control(s), if both upper and lower limits are defined, then
he acceptance range would be the mean response ± t0.005,df × SD,
here t0.005,df assumes a 1% failure rate with respect to the lower

r high extremes. If a different failure rate is preferred, then the
hresholds can be changed accordingly. Some scientists also prefer
set of titration controls in titration assays to confirm dilutional

inearity of a positive control, but these are generally unnecessary
or in-study performance of the assay. In addition, it is acceptable to
ave overlapping acceptance limits for the negative control and low
ositive control, so long as these limits were derived objectively.

If a floating cut point approach is used for the screening cut
oint during the in-study phase, the system suitability criteria can
e defined in terms of the ratio of low positive control to negative
ontrol, and also the ratio of high positive control to negative control
f a high QC is used, using similar statistical formulae as above (log
ransformation might be necessary). The negative control used here
diluent or matrix pool) should be the same as the negative control
sed for calculating screening cut point during the in-study phase.

f the negative, low and high positive control samples trend in a
imilar direction such that the ratios of the controls are within the
ystem suitability limits, the use of a floating cut point approach
ill help ensure the validity of the assay. The use of an upper limit

or the negative control in addition to these limits on the ratios may
lso be considered.

When there is high variability in the raw assay signal (optical
ensity or relative luminescence units) some laboratories prefer
he use of endpoint titer criteria for positive controls rather than
cceptance criteria based upon the raw assay signal. In this case the
ositive control is expected to result in a predetermined minimum
ndpoint titer in a successful assay run. The acceptance criteria in
his case should be validated appropriately.

Generally during in-study sample analysis, the inter-replicate
recision of results (CV) of positive controls as well as test samples
with assay signal at or higher than the screening cut point) is also
ontrolled using suitable acceptance criteria (per plate) to ensure
hat meaningful data are consistently obtained. Results below the
ut point, however, may not be required to meet CV limit criteria.
t is recommended that the acceptance criteria applied for preci-
ion be within the range commonly expected for immunoassays;
hese criteria should also be appropriate for the platform used (for
xample, the criteria may be tighter for electrochemiluminescence
ssays as opposed to ELISAs), guided by assay development data
nd experience with the technology platform and assay method.

ppendix F. Testing analyte stability in matrix

Comparing freshly prepared controls or samples with those
hat have been stored under conditions to be used for nonclini-
al or clinical studies can determine the stability of samples and
ontrols. Based upon intended sample handling and storage con-
itions, common stability testing conditions include: freeze–thaw
ycles, −20 ◦C storage, refrigerated (4 ◦C) storage, and the sta-
ility of diluted samples at specified storage temperatures. The
valuation of stability at or below −60 ◦C may not be required
ecause literature references are available to support the stabil-
ty of antibodies at temperatures ≤20 ◦C for 2 years or longer
29,30].

In general, the results of stored versus fresh positive controls
hould be compared. The recommended acceptance criteria for the
tored controls are that they should generate titer values that fall
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ithin a serial dilution of the titer of the fresh control. For exam-
le, when 2-fold serial dilutions are used for titration, if the titer of
fresh positive control is 40, then a titer of a stored positive con-

rol within 20–80 will be considered equivalent. Alternatively, this
omparison between stored and fresh positive controls can be done
sing raw assay signal or concentration values, in which case mean
ecovery of 80–120% is typically considered acceptable. In addi-
ion, statistical analyses may be used to evaluate the significance
f these comparisons. Furthermore, it may be necessary to repeat
stability sample with a result beyond its acceptance criteria to

ssure that the result was not anomalous and indeed due to analyte
nstability.

Due to heterogeneity of the ADA response, it should be noted
hat stability of the positive control may or may not reflect stability
f an actual study sample. When possible, the stability of study
amples should be determined by testing stored (incurred) samples
nd comparing the results of end point titer, raw assay signal, or
alculated concentration (as appropriate for the assay) with the
riginal results from the same samples recorded prior to the storage
i.e., when first tested).

ppendix G. Illustration of the screening cut point
alculation

Tables 2a and 2b provide an illustration of the screening cut
oint calculation based on log transformed data values during the
alidation phase where each of two analysts test drug-naïve matrix
amples in three runs each (total of six assay runs). Fifty (50) sam-
les were assayed for the cut point determinations in the example
epicted in Table 2. Two samples were identified as biological out-

iers, and the results of these two samples from all runs were
xcluded from the cut point determination. In addition, results for
wo other samples were deleted as analytical outliers from assay
un 6. Therefore, the number of samples was 48, 48, 48, 48, 48, and
6, respectively, for the six runs. This differing sample size across
uns was taken into consideration when calculating the pooled cut
oints.

Log transformation ensured approximate normality of the data
Appendix B.1). The assay run means were not significantly differ-
nt, and the variances were fairly similar (Appendix B.2). As per
ig. 1, use of a fixed cut point is justified for the in-study phase
f this assay; however, a floating cut point can also be used. The
alculation procedure outlined in Appendix B.3 and the formula
rovided in step 2 of that section is illustrated in Table 2a. The
alculation of normalization factor (correction factor) to be used
or floating cut point during the in-study phase is illustrated in
able 2b. Because the cut point calculation is performed on the log-
ransformed data, the normalization factor is additive in the log scale,
nd multiplicative in the untransformed scale. During the in-study
erformance of the assay, one would multiply the mean of the
egative control mean from each run by the multiplicative fac-

or from Table 2b to derive the floating cut point for that run.
iven the differences between the multiplicative factors from each
nalyst, it may be preferable to use the analyst-specific multiplica-
ive factor, and hence the analyst-specific floating cut point in this
cenario.
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